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Abstract—Consider the case of multiple visual sensors perceiving the same scene from different viewpoints. In order to achieve consistent visual perception, the problem of data association, in this case establishing correspondences between observed features, must be first solved. In this work, we consider multiway matching which is a specific instance of multi-sensory data association. Multiway matching refers to the problem of establishing correspondences among a set of images from noisy pairwise correspondences, typically by exploiting cycle-consistency. We propose a novel optimization-based formulation of multiway matching problem as a nonconvex low-rank matrix approximation problem. We propose two novel algorithms for numerically solving the problem at hand. The first one is an algorithm based on the Alternating Direction Method of Multipliers (ADMM). The second one is a Riemannian trust-region method on the multinomial manifold, the manifold of strictly positive stochastic matrices, equipped with the Fisher information metric. Experimental results demonstrate that the proposed methods have the state of the art performance in multiway matching while reducing the computational complexity compared to the state of the art.

I. INTRODUCTION

Two-way matching or two-way data association has been long-standing problems in multi-sensory systems, in robotics and in computer vision. It refers to the problem of establishing correspondences between feature points in two overlapping views. The matching problem can be multiway if more than two views of an object or of a scene are available. Multiway matching refers to the problem of establishing correspondences among a collection of images from noisy pairwise correspondences. It is a more recent problem compared to two-view matching which has received increasing amount of attention during the last few years. Multiway matching has been successfully applied to computing consistent pointwise maps among a collection of shapes \cite{24,17,15,14} and to estimating consistent associations among a collection of images between either traditional feature descriptors \cite{25,10,35,33,30} such as SIFT \cite{22} and shape context features \cite{4} or semantic descriptors \cite{35,27}.

Several methods for multiway matching employ convex relaxation techniques over a Euclidean space or the cone of positive semidefinite matrices along with linear and nonnegativity constraints \cite{15,14,10,35}. We follow a different path: we formulate multiway matching as a nonconvex low-rank matrix approximation problem with significantly lower dimensionality. On the one hand, the ADMM algorithm can be applied to such a problem as it has been applied to nonconvex problems such as $l_0$-norm constrained problems and nonnegative matrix factorizations \cite{8}. On the other hand, optimization methods on Riemannian manifolds \cite{1} have been recently developed and have found numerous applications in structured nonconvex problems of similar nature to the one considered in this work, such as nonconvex matrix and tensor approximation and completion problems \cite{16,5,6,26}. In the context of this work, we consider the multinomial manifold, i.e. the manifold of discrete probability distributions, which has found applications in classification \cite{19}, image segmentation \cite{3} and tensor factorization for clustering \cite{26}.

In this work, inspired from recent advances in ADMM-based algorithms and in optimization algorithms on Riemannian manifolds, we propose two novel algorithms, MatchADMM and MatchRTR, for the problem of multiway matching. In contrast to existing works \cite{14,10,35} that optimize over the entire matrix of pairwise correspondences, we propose to optimize directly over the low-rank representation, thus significantly reducing the dimensionality of the problem. We also validate our methods using both synthetic and real datasets.

The remainder of the paper is structured as follows. Section II includes an overview of prior works on multiway matching. Notation and preliminaries are introduced in Section III. A formalization of multiway matching is the subject of Section IV-A followed by the proposed problem formulation in Section IV-B. Our first approach is presented in Section V. Our second approach is detailed in Section VI. Finally, experimental evaluation and comparison with existing approaches are included in Section VII.

II. RELATED WORK

A necessary condition for good matching of multiple views is the cycle consistency, meaning that the composition of correspondences along a cycle of views should be equal to the identity. In practice, cycle consistency is not satisfied if pairs of views are matched separately, which is usually the case, due to the presence of erroneous pairwise correspondences. Nguyen et al.\cite{24} and Zach et al.\cite{34} were the first to propose the use the cycle consistency to identify the correctness of pairwise correspondences. Later, it was proposed \cite{17,15,25} that finding cyclically consistent correspondences from noisy pairwise correspondences can be formulated as quadratic integer programming which in turn, can be relaxed into a generalized Rayleigh quotient.
problem whose solution is easily obtainable by the leading eigenvectors of the matrix of pairwise correspondences.

Although spectral relaxations are easily implementable and come with some theoretical guarantees, in practice, they lack robustness. This shortcoming was remedied by semidefinite programming relaxations proposed by Huang and Guibas [14] and Chen et al. [10]. These works provide theoretical guarantees under certain assumption on the noise distribution. However, the proposed semidefinite programs, even when solved with the Alternating Direction Method of Multipliers (ADMM), do not scale well. Zhou et al. [35] improved the scalability of the semidefinite programming relaxations by reformulating them as rank minimization and developed a more efficient algorithm by dropping the positive-definite constraint on the matrix of pairwise correspondences.

More recently, Tron et al. [27] proposed a generalization of the Quick Shift algorithm [28] for multiway matching and Maset et al. [23] suggested a practical modification to the spectral relation which improves performance but consistency is no longer satisfied. All of the aforementioned works address problem in a centralized setting, i.e. all pairwise measurements are available and optimized jointly. Distributed optimization approaches on the set of doubly stochastic matrices have been recently developed by Leonardos et al. [21], [20]. A different line of works that exploit cycle consistency has been pioneered by Yan et al. [32], [31], [33], [30] for the problem of multiple graph matching. However, the problems of multiple graph matching and multiway matching are inherently different since the former requires affinities between feature points in the same view and the latter does not.

In the robotics community, several multi-robot SLAM algorithms have been recently developed raising the need for robust multi-sensory data association algorithms. Most of them address data association either in a pairwise fashion by directly generalizing data association techniques from the single robot case [11], [29], [13]. Closer to our approach is the work by Aragues et al. [2] which detects inconsistencies based on cycle detection and the spectral clustering method of Fathian et al. [12].

III. PRELIMINARIES AND NOTATION

First, we introduce some notions and notations regarding stochastic matrices and permutations that will be heavily used throughout the paper. A nonnegative matrix is stochastic if all its row sums are equal to 1 and doubly stochastic if both its row sums and column sums are equal to 1. A doubly stochastic matrix is a permutation matrix if its elements are either 0 or 1. The set of $n \times n$ permutation matrices is denoted by $\mathcal{P}_n$. An $m \times n$ stochastic matrix, with $m \leq n$, is a partial permutation matrix if its elements are either 0 or 1 and it has orthogonal rows. The set of $m \times n$ partial permutation matrices is denoted by $\mathcal{P}_{m,n}$. Let $[n] = \{1, 2, \ldots, n\}$ for some positive integer $n$. A mapping $\pi: [n] \rightarrow [n]$ is a permutation of $[n]$ if it is bijective. The set of all permutations of $[n]$ forms a group under composition $\circ$, termed the symmetric group $\mathfrak{S}_n$. A permutation $\pi \in \mathfrak{S}_n$ is represented by an $n \times n$ permutation matrix $X \in \mathcal{P}_n$ such that

$$(X)_{ij} = \begin{cases} 1, & \text{if } \pi(j) = i \\ 0, & \text{otherwise,} \end{cases}$$

where $(X)_{ij}$ denotes the element of matrix $X$ in the $i$th row and $j$th column. A mapping $\pi: [m] \rightarrow [n]$, $m \leq n$, is a partial permutation if it is injective. A partial permutation matrix is represented by an $m \times n$ partial permutation matrix.

IV. CONSISTENT MULTIWAY MATCHING

A. Consistency

In this section, we formalize the problem of consistent multiway matching. We assume there are $m$ collections (views), each containing $n$ features. The pairwise association $\pi_{ij} \in \mathfrak{S}_n$ is defined as follows: we have that $\pi_{ij}(l) = k$ if the $l$th feature in collection $j$ corresponds to the $k$th feature in collection $i$. We denote by $\bar{\pi}_{ij} \in \mathfrak{S}_n$ the, possibly erroneous, estimated pairwise association between collections $i$ and $j$, which is the output of some pairwise matching algorithm. Let $\bar{X}_{ij}$ denote the corresponding matrix representation of $\bar{\pi}_{ij}$. A set of pairwise correspondences $\{\bar{\pi}_{ij}\}_{i,j=1}^m$ is consistent [14] if

$$\bar{\pi}_{ij} \circ \bar{\pi}_{jk} = \bar{\pi}_{ik} \quad (\text{resp. } \bar{X}_{ij}\bar{X}_{jk} = \bar{X}_{ik}),$$

for all valid indices $i, j, k$. It has been shown by Huang and Guibas [14] that the consistency constraint (2) is equivalent to the existence of $\pi_{i1}, \pi_{2}, \ldots, \pi_{m} \in \mathfrak{S}_n$ (resp. $X_{1}, X_{2}, \ldots, X_{m} \in \mathcal{P}_n$), such that for all valid $i, j$ we have

$$\bar{\pi}_{ij} = \pi_{i1} \circ \pi_{j}^{-1} \quad (\text{resp. } \bar{X}_{ij} = X_{i}X_{j}^T).$$

More generally, assume that collection $i$ has $n_i$ features and let $N = \sum_{i=1}^{m} n_i$. Let $K$ denote the total number of distinct features, termed size of the “universe of features” [10], [35], with $n_i \leq K$ for all $i = 1, \ldots, m$. We have that $(X_{ij})_{kl} = 1$ if the $l$th feature in collection $j$ corresponds to the $k$th features in collection $i$. In the case where all pairwise association are available, the consistency condition can be equivalently reformulated as follows: define the block matrix $\bar{X} \in \mathbb{R}^{N \times N}$ by

$$\bar{X} = \begin{bmatrix} I & \bar{X}_{12} & \cdots & \bar{X}_{1m} \\ \bar{X}_{12}^T & I & \cdots & \bar{X}_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ \bar{X}_{1m}^T & \bar{X}_{2m}^T & \cdots & I \end{bmatrix} \quad (4)$$

Then, the set of pairwise correspondences $\{\bar{X}_{ij}\}_{i,j=1}^m$ is consistent if and only if $\bar{X}$ has a low-rank approximation of the form

$$\bar{X} = \begin{bmatrix} X_{1} \\ X_{2} \\ \vdots \\ X_{m} \end{bmatrix} \cdot \begin{bmatrix} X_{1}^T & X_{2}^T & \cdots & X_{m}^T \end{bmatrix} \quad (5)$$

for some $X_{1}, X_{2}, \ldots, X_{m}$ such that each $X_i$ is a partial permutation matrix, that is $X_{i} \in \mathcal{P}_{n_i,K}$ for all $i = 1, 2, \ldots, m$. 


Intuitively, \( X_i \in \mathcal{P}_{n_i,K} \) is the matrix representation of a (partial) permutation map \( \pi_i : [n_i] \to [K] \) from the labels of collection \( i \) to some global labels, termed the “universe of features” [10], [35].

B. Proposed Formulation

Based on the preceding analysis, we formulate consistent multiway matching as the following (combinatorial) symmetric low-rank matrix approximation problem:

\[
\begin{align*}
\text{minimize} & \quad \phi(X) \triangleq (1/4) \| \tilde{X} - XX^T \|_F^2, \\
\text{subject to} & \quad X_i \in \mathcal{P}_{n_i,K}, \quad i = 1, 2, \ldots, m
\end{align*}
\]

Existing works [14], [10], [35] for multiway matching attempt to find a positive definite matrix \( X \in \mathbb{R}^{N \times N} \) that satisfies the consistency constraints and is close to the measured \( \tilde{X} \). However, these approaches do not scale well with the number of views. In contrast to these approaches that optimize over the pairwise correspondences, we propose to solve directly for the labels \( X = [X_1^T \cdots X_m^T]^T \in \mathbb{R}^{N \times K} \).

Optimizing directly in the label space significantly reduces the dimension of the domain of the optimization problem from \( N^2 \) to \( NK \ll N^2 \). For instance, when \( n_1 = n_2 = \cdots = n_m = K \), the dimension of the domain of the optimization problem reduces from \( m^2K^2 \) i.e. quadratic in \( m \), to \( mK^2 \), i.e. linear in \( m \).

There are two main reasons as to why problem (6) is challenging. The first challenge is the combinatorial hardness due to the permutation constraints along with the nonlinearity of the objective. This is customarily remedied by relaxing the domain of the problem from permutations to doubly stochastic or stochastic matrices. This is, indeed, the path we follow in one of the two proposed approaches, which is presented in Section VI. The second challenge is that even if the domain of the problem was convex, the objective would still be nonconvex. This is the price we pay for significantly reducing the dimension of the domain of the proposed optimization problem compared to prior art as discussed earlier. Nevertheless, we present experimental evidence pointing to the fact that both of the proposed methods for solving (6) are at least as accurate as the state of the art.

V. ADMM ALGORITHM FOR MULTIWAY MATCHING

A. ADMM

The Alternating Direction Method of Multipliers (ADMM) [8] is a widely used optimization method especially suitable for large scale problems. With ADMM, one can solve optimization problems with separable objective and linear equality constraints, that is, optimization problems of the following so-called standard form:

\[
\begin{align*}
\text{minimize} & \quad f(x) + g(z) \\
\text{subject to} & \quad Ax + Bz = c
\end{align*}
\]

where \( f, g \) are real-valued functions. For problem (7), the augmented Lagrangian is given by

\[
L_\rho(x, z, y) = f(x) + g(z) + y^T (Ax + Bz - c) + (\rho/2) \| Ax + Bz - c \|_2^2,
\]

where \( \rho > 0 \) is the penalty parameter. Then, the ADMM iterations are as follows

\[
\begin{align*}
x^{k+1} & := \text{argmin}_x L_\rho(x, z^k, y^k), \\
z^{k+1} & := \text{argmin}_z L_\rho(x^k, z, y^k), \\
y^{k+1} & := y^k + \rho (x^{k+1} - z^{k+1}).
\end{align*}
\]

Intuitively, the ADMM algorithm is an approximate dual ascent method. Instead of minimizing the Lagrangian jointly over \( x \) and \( z \) to compute the gradient of the dual function, the augmented Lagrangian is minimized in an alternate fashion. Although the standard form (7) may seem restrictive at first sight, it is in fact as general as one can wish for. Any optimization problem can be written in form (7) as follows. Assume that the problem at hand is minimizing a real-valued objective \( f(x) \) over some set \( C \). Let \( I_C \) denotes the indicator function of the set \( C \), which takes the value \( 0 \) in \( C \) and the value \( +\infty \) outside of \( C \). Then, we can equivalently write it in standard form as

\[
\begin{align*}
\text{minimize} & \quad f(x) + I_C(z) \\
\text{subject to} & \quad x - z = 0,
\end{align*}
\]

and the ADMM iterations are as follows

\[
\begin{align*}
x^{k+1} & := \text{argmin}_x \{ f(x) + (\rho/2) \| x - z^k + u^k \|_F^2 \}, \\
z^{k+1} & := \Pi_C (x^{k+1} + u^k), \\
u^{k+1} & := u^k + x^{k+1} - z^{k+1},
\end{align*}
\]

where \( u^k = (1/\rho)y^k \) is the scaled dual vector. For the above iterations to make sense in terms of computational tractability, the projection operation \( \Pi_C (\cdot) \) onto the set \( C \) has to be efficiently computable. Although ADMM is commonly used for convex optimization problems for which convergence and optimality guarantees exist under mild assumptions, it has been applied to nonconvex problems as well such as nonnegative matrix approximation, minimization with respect to cardinality (\( l_0 \) norm) or rank constraints. The method we propose in the following subsection falls into this category of problems.

B. The MatchADMM Algorithm

In this subsection, we derive an ADMM algorithm for solving problem (6). Based on the analysis of the previous subsection, we modify problem (6) into an equivalent problem in ADMM standard form and then, we derive the ADMM iterations.

Specifically, for each \( n_i \times K \) matrix \( X_i \), we introduce a new matrix \( Z_i \) of the same dimensions and we use the shorthand notation \( Z = [Z_1^T \cdots Z_m^T]^T \). Let \( I_{\mathcal{P}_{n_i,K}} \) denote the indicator function of the set of \( n_i \times K \) partial permutations, that is

\[
I_{\mathcal{P}_{n_i,K}}(Z_i) = \begin{cases} 
0, & Z_i \in \mathcal{P}_{n_i,K} \\
+\infty, & Z_i \notin \mathcal{P}_{n_i,K}.
\end{cases}
\]
In practice, we observe that there is a nonnegative integer the scaled form of ADMM, the scaled dual matrix must also noted in [8], when a varying penalty parameter is used in \( \rho \) it is customarily done when ADMM is used for nonconvex \( \alpha \) the the algorithm. We use the default value \( \alpha \) iteration by a factor of \( X \) scaled dual matrix of the same dimensions as \( X \) and \( Z \). As it is customarily done when ADMM is used for nonconvex problems, we increase the penalty parameter \( \rho \) at every iteration by a factor of \( \alpha \) to improve the convergence of the the algorithm. We use the default value \( \alpha = 1.2 \). As noted in [8], when a varying penalty parameter is used in the scaled form of ADMM, the scaled dual matrix must also be rescaled accordingly.

To check whether the MatchADMM has converged, we look at the primal and dual residuals, which in our case take the following simple form

\[
P^k = X^k - Z^k, \quad S^k = -\rho^k(Z^k - Z^{k-1}). \tag{14}
\]

In practice, we observe that there is a nonnegative integer \( k_0 \) such that \( Z^k = Z^{k_0} \) for all \( k \geq k_0 \) and as \( k \to \infty \), \( (X^k, U^k) \to (Z^{k_0}, 0) \). The above observation suggests that we can obtain the limit as \( k \to \infty \) if the sequence \( (Z^k, X^k, U^k) \) generated by Algorithm 1 in a finite number of steps by simply detecting the first iteration index \( k_0 \) dual residual becomes equal to zero. In general, however, convergence properties of ADMM are hard to analyze for nonconvex problems [8] and the obtained solution might depend on initialization and the value of the penalty parameter. We initialize the algorithm with a random stochastic matrix \( X^0, U^0 = 0 \) and \( \rho^0 = 1 \).

The first step of every iteration of MatchADMM, the \( X \)-update, involves solving an optimization problem, for which we use the trust-region solver of Manopt [7]. The required gradient and Hessian that need to be provided to the solver are computed in the Appendix. Unfortunately, the aforementioned optimization problem is not convex, in general, since \( \phi(X) \) is not convex. The \( Z \)-update step involves the projection onto the set of partial permutations is done using the Hungarian algorithm [18].

**Algorithm 1** MatchADMM

**Input:** Correspondences \( \{\hat{X}_{ij}\}_{i,j=1}^m \), universe size \( K \), parameters \( \alpha > 1 \), \( \rho^0 \).

**Output:** Permutations \( \{X_{ij}\}_{i,j=1}^m \), consistent correspondences \( \{\hat{X}_{ij} = X_{ij}X_j^T\}_{i,j=1}^m \).

repeat

\[
X^{k+1} := \arg\min_{X \in \mathbb{R}^{N \times K}} \phi(X) + (\rho^k/2)\|X - Z^k + U^k\|_F^2
\]

\[
Z_i^{k+1} := \Pi_{P_{n_i \times K}}(X_i^{k+1} + U_i)
\]

\[
U^{k+1} := (1/\alpha)(U^k + X^{k+1} - Z^{k+1})
\]

\[
\rho^{k+1} := \alpha \rho^k
\]

until Convergence

VI. MULTIWAY MATCHING ON THE MULTINOMIAL MANIFOLD

In this section, we present a second distinct approach to solving (6). We relax the domain of the problem from partial permutations to stochastic matrices and propose a regularized optimization problem on this set. This is summarized in Section VI-A. Next, we present the MatchRTR, see Algorithm 2, a Riemannian trust-region method [1] for efficiently solving the proposed relaxation. Trust-region methods globally converge to critical points of the cost function while rendering saddle points and local maxima unstable and achieving a local superlinear rate of convergence.

A. Proposed Relaxation

To deal with the computational intractability of problem (6), we relax the domain of the problem from partial permutation matrices to stochastic matrices. Intuitively, for each observed feature, we maintain a row vector containing the probabilities of correspondences between that feature and observed feature, we maintain a row vector containing the probabilities of correspondences between that feature and the idealized features of the universe. A tighter relaxation is possible by including column sums constraints, however we observed that adding these constraints does not offer any improvement in matching accuracy. Since partial permutation matrices lie in the intersection of stochastic and row orthonormal matrices, we propose the following regularizer

\[
\psi(X) = (1/4)\|I - XX^T\|_F^2, \tag{15}
\]

to obtain the final formulation as follows:

\[
\min_X \phi(X) + \lambda \sum_{i=1}^m \psi(X_i) \tag{16}
\]

subject to \( X_i 1 = 1, X_i \geq 0, \ i = 1, 2, \ldots, m. \)

B. The MatchRTR Algorithm

The multinomial manifold \( \mathcal{M}_K^N \) [26] is defined as the set of \( N \times K \) strictly positive stochastic matrices. We consider the structure of the multinomial manifold \( \mathcal{M}_K^N \) as an embedded submanifold of \( \mathbb{R}^{N \times K} \) equipped with the Fisher information metric. The Fisher information metric gives the multinomial manifold a differentiable structure. With this metric, points on its boundary are now infinitely far away. Table I contains all the ingredients required by the state of the art trust-region solver of Manopt [7]. These include the definition of Fisher information metric \( g_X(U, V) \) for two elements of \( U, V \) of the tangent space of \( \mathcal{M}_K^N \) at a point \( X \in \mathcal{M}_K^N \), denoted by \( T_X\mathcal{M}_K^N \), the orthogonal projection onto \( T_X\mathcal{M}_K^N \), a first-order retraction \( R_X(U) \) and the corresponding vector transport \( T_UV \) along \( R_X(U) \). Furthermore, Table I includes the formulas for computing the Riemannian gradient, \( \nabla f(X) \), and the Riemannian Hessian \( \nabla^2 f(X)[U] \) of a real-valued function \( f \) defined on the multinomial manifold from their Euclidean counterparts \( \nabla f(X) \) and its differential \( D\nabla f(X)[U] \).

Let \( \hat{m}_{\chi_k}(U) \) denote the quadratic model of the objective around the current estimate \( X^k \) at iteration \( k \), which is given
been obtained, the new estimate $\phi\lambda(X^k) + g_{X^k}(\text{grad } \phi\lambda(X^k), U)$ + (1/2) $g_{X^k}(\text{Hessian } \phi\lambda(X^k))[U], U)$. 

The basic trust-region subproblem at iteration $k$ consists of approximately minimizing the aforementioned quadratic model of the objective around the current estimate $X^k$, that is 

$$\min_{U \in T_{X^k} \mathcal{M}_K^n : \|U\|^2 \leq r^2} \hat{m}_{X^k}(U),$$

where $r$ is the trust-region radius, using the truncated conjugate gradient method [1] which is terminated after a fixed number of iterations. After the trust-region subproblem has been approximately solved and the optimal solution $U^k$ has been obtained, the new estimate $X^+ = R_{X^k}(U^k)$ is either accepted or rejected based on the following measure of accuracy of the quadratic model:

$$r_k = \frac{\phi\lambda(X^k) - \phi\lambda(R_{X^k}(U^k))}{\hat{m}_{X^k}(0) - \hat{m}_{X^k}(U^k)}.$$

This procedure is outlined in Algorithm 2. We pick an initial point at random and we use the default value $\tau' = 0.1$ while $r_{max}$ depends on the dimension of the problem. We refer the reader to [1] for more details about trust-region methods. The only missing ingredient is the computation of the Euclidean gradient and Hessian of the objective $\phi\lambda$ which can be found in the Appendix.

**Algorithm 2 MatchRTR**

**Input:** \{ $X_{ij}$ \}_{i,j=1}^m, $X^0 \in \mathcal{M}_K^N$, universe size $K$, parameters $\tau', r_{max}$

**Output:** Permutations \{ $X_i$ \}_{i=1}^m, consistent \{ $X_{ij} \equiv X_iX_j^T$ \}_{i,j=1}^m

**repeat**

Compute $U^k$ by solving (18) using truncated conjugate gradient

**if** $r_k > \tau'$ **then**

$X^{k+1} = R_{X^k}(U^k)$

**else**

$X^{k+1} = X^k$

**end if**

**if** $r_k < 1/4$ **then**

$r = r_4$

**else if** $r_k > 3/4$ and $\|U^k\| = r$ **then**

$r = \min\{2r, r_{max}\}$

**end if**

**until** Convergence

Discretize with Hungarian algorithm.

**C. Computational Complexity**

To analyze the complexity of MatchRTR, we use the simple fact [9] that the cost of matrix multiplication of an $m \times n$ with an $n \times p$ matrix is $2mnp = O(mnp)$ flops (floating point operations). All manifold operations of Table I require $O(NK)$ flops So, the main computational burden consists of the evaluation of the objective $\phi\lambda$, its Euclidean gradient $\text{Grad } \phi\lambda$ and its Hessian $D \text{Grad } \phi\lambda$. Assuming that $X$ is relatively sparse, specifically that each row has $O(m)$ nonzero elements, these three quantities can be computed in $O(NK^2 + mnNK)$ flops. Each iteration of the competing methods MatchLift [10] and MatchALS [35], has complexity of $O(N^3)$ and $O(N^2K)$, respectively. Since $m \ll N$ and $K \ll N$ this is a significant improvement. MatchRTR requires fewer iterations, on average, since second-order information about the objective is used.

**VII. Experimental Results**

**Synthetic data.** First, we evaluate the performance of the proposed methods using synthetic data. We adopt a synthetic experimental setup similar to the one used in [10], [35]. We compare against the spectral method [25], the semidefinite programming approach MatchLift [10] and the rank-minimization approach MatchALS [35]. We fix the number of features in each collection as $n = 20$. We vary the number of collections from 5 to 50 and the pairwise matching error rate from 0.1 to 0.9. To quantify the performance of each method, we use the F-score, i.e. the harmonic mean of precision $p$ and recall $r$, given by $F = 2pr/(p + r)$. The output error we plot in Fig. 1 is then $1 - F$.

**Multimage feature matching.** Next, we compare the same methods in a multimage matching scenario. First, we use the CMU Hotel\(^1\) and House\(^2\) datasets, Although simple, these datasets have been used in all prior works. The House sequence contains 111 images and the Hotel sequence contains 101. We also include results on the first halfs of the two sequences. In addition, we evaluate using the Affine Covariant Regions Datasets \(^3\) (Wall, UBC, Bikes, Leuven, Trees, Graffiti, Bark) which consist of sequences of 6 images with significant overlap but with viewpoint, scale and image quality variability. To obtain pairwise correspondences, we extract SIFT descriptors [22] and use SIFT matching.

![Image 316x147 to 436x193](http://vasc.ri.cmu.edu//idb/html/motion/hotel/) ![Image 316x195 to 436x242](http://vasc.ri.cmu.edu//idb/html/motion/house) ![Image 316x244 to 436x290](http://www.robots.ox.ac.uk/~vgg/data/data-aff.html)

**Fig. 2:** Qualitative results on the CMU and Affine Covariant Regions datasets obtained by the proposed methods. Blue and yellow lines correspond to inliers and outliers, respectively.

\(^1\)http://vasc.ri.cmu.edu/idb/html/motion/hotel/
\(^2\)http://vasc.ri.cmu.edu/idb/html/motion/house
\(^3\)http://www.robots.ox.ac.uk/~vgg/data/data-aff.html
TABLE I: Necessary ingredients for optimization on the multinomial manifold. The Hadamard product is denoted by \( \odot \), the elementwise division and elementwise exponentiation are denoted by \( \div \) and \( \exp(\cdot) \), respectively.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tangent Space</td>
<td>( \mathcal{M}_X^K = { X \in \mathbb{R}^{N \times K} : X &gt; 0, X1 = 1 } )</td>
</tr>
<tr>
<td>Riemannian Metric</td>
<td>( g_X(U, V) = \sum_{j=1}^K (U)<em>{ij} (V)</em>{ij} \div (X)_{ij} )</td>
</tr>
<tr>
<td>Projection</td>
<td>( \Pi_X(U) = U - (U11^T) \odot X )</td>
</tr>
<tr>
<td>Retraction</td>
<td>( R_X(U) = (X \odot \exp(U \odot X)) \odot ((X \odot \exp(U \odot X))11^T) )</td>
</tr>
<tr>
<td>Vector Transport</td>
<td>( T_{U\div V} = \Pi_{R_X(U)}(V) )</td>
</tr>
<tr>
<td>Riemannian Gradient</td>
<td>( \text{grad} f(X) = \Pi_X(\text{Grad} f(X) \odot X) )</td>
</tr>
<tr>
<td>Riemannian Hessian</td>
<td>( \text{Hess} f(X)[U] = \Pi_X(D \text{Grad} f(X)[U] \odot X + (1/2) (\text{Grad} f(X) - (\text{Grad} f(X) \odot X)11^T) \odot U) )</td>
</tr>
</tbody>
</table>

**Table II:** Comparison of the competing methods on the CMU and on Affine Covariant Regions datasets. We report the F-score for each method. The proposed methods outperform the state of the art in these datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MatchRTR</th>
<th>MatchADMM</th>
<th>MatchALS</th>
<th>MatchLift</th>
<th>Spectral</th>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotel101</td>
<td>0.899</td>
<td>0.946</td>
<td>0.933</td>
<td>0.747</td>
<td>0.693</td>
<td>0.726</td>
</tr>
<tr>
<td>House111</td>
<td>0.935</td>
<td>0.971</td>
<td>0.906</td>
<td>0.822</td>
<td>0.824</td>
<td>0.793</td>
</tr>
<tr>
<td>Hotel51</td>
<td>0.950</td>
<td>0.965</td>
<td>0.906</td>
<td>0.929</td>
<td>0.843</td>
<td>0.852</td>
</tr>
<tr>
<td>House56</td>
<td>0.992</td>
<td>1</td>
<td>0.994</td>
<td>0.986</td>
<td>0.970</td>
<td>0.922</td>
</tr>
<tr>
<td>Wall</td>
<td>0.578</td>
<td>0.573</td>
<td>0.543</td>
<td>0.558</td>
<td>0.467</td>
<td>0.519</td>
</tr>
<tr>
<td>UBC</td>
<td>0.886</td>
<td>0.868</td>
<td>0.873</td>
<td>0.688</td>
<td>0.747</td>
<td>0.837</td>
</tr>
<tr>
<td>Bikes</td>
<td>0.893</td>
<td>0.870</td>
<td>0.862</td>
<td>0.677</td>
<td>0.706</td>
<td>0.836</td>
</tr>
<tr>
<td>Lawren</td>
<td>0.883</td>
<td>0.878</td>
<td>0.853</td>
<td>0.789</td>
<td>0.712</td>
<td>0.827</td>
</tr>
<tr>
<td>Trees</td>
<td>0.753</td>
<td>0.726</td>
<td>0.688</td>
<td>0.718</td>
<td>0.541</td>
<td>0.648</td>
</tr>
<tr>
<td>Graffiti</td>
<td>0.502</td>
<td>0.496</td>
<td>0.465</td>
<td>0.464</td>
<td>0.375</td>
<td>0.456</td>
</tr>
<tr>
<td>Bark</td>
<td>0.471</td>
<td>0.421</td>
<td>0.361</td>
<td>0.420</td>
<td>0.342</td>
<td>0.376</td>
</tr>
</tbody>
</table>

**Fig. 1:** Comparison of the proposed approach with the spectral method [25], MatchLift [10] and MatchALS [35], under various input error rates and number of collections \( m \). The darker the area the smaller the output error rate. It can be seen that our approach clearly outperforms the spectral method and MatchALS, and has similar accuracy with MatchLift which has, though, significantly higher computational complexity.

**TABLE III:** Comparison of the competing methods on the CMU and on Affine Covariant Regions datasets. We report the F-score for each method. The proposed methods outperform the state of the art in these datasets.

**APPENDIX**

**Gradient and Hessian for \( X \)-Update of MatchADMM.** Let \( \phi_\rho(X) \triangleq \phi(X) + (\rho^k/2)\|X - Z^k + U^k\|^2_F \). The gradient and Hessian of \( \phi_\rho^k \) can be computed by

\[
\begin{align*}
\text{grad} \phi_\rho^k(X) &= XX^T X - \bar{X}X + \rho^k(X - Z^k + U^k), \\
\text{Hess} \phi_\rho^k(X)[V] &= VX^T X + 2X \text{sym}(X^TV) - \bar{X}V + \rho^kV.
\end{align*}
\]

**Euclidean Gradient and Hessian for MatchRTR objective.** The Euclidean gradient and Hessian of \( \phi_\lambda \) can be computed by

\[
\begin{align*}
\text{Grad} \phi_\lambda(X) &= -(\bar{X} + \lambda I - XX^T)X + \lambda \sum_{i=1}^m J_iX_iX_i^T X_i, \\
D \text{Grad} \phi_\lambda(X)[U] &= -(\bar{X} + \lambda I)U + UX^T X + \\
2X \text{sym}(X^TU) + \lambda \sum_{i=1}^m J_i (U_iX_iX_i^T X_i + 2X_i \text{sym}(X_i^TU_i)),
\end{align*}
\]

where \( \text{sym}(\cdot) \) denotes the symmetric part of a matrix and \( J_i \) is a properly defined \( N \times n_i \) matrix that injects \( X_iX_i^T X_i \) to the \( i \)th block of the gradient.

**VIII. Conclusions**

In this work, we proposed two approximate low-rank factorization approaches for the problem of multiway matching subject to cycle consistency. Both demonstrated state of the art results in a multiimage feature matching setting and robustness with respect to the percentage of erroneous pairwise correspondences.
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